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Milan Koneé&ny’
MASV METHOD AND CONTROLING IN FINITE TIME

METODA MASP ARIZENIi V KONECNEM CASE

Abstract
The paper is focused to problems with finite anfihite models and time optimization in the MASV
method — Method of Aggregate State Variables.

Abstrakt

Clanek je zardren na problémy nekotieych a konénych model a ¢asové optimalizace v
metod MASP — Metoda Agregovanych Stavovych Péomych.
1 INTRODUCTION

The MASV method, called Method Aggregate State \delm and its applications consist of
four steps:

* mathematical model,

e control algorithm,

* simulation control,

e application in industry.

The paper contains some remarks to models and thgari Classical formulation of the MASV
method does not solve the control in the finiteetiamd construction algorithm uses the control é th
infinite time. Time optimization cannot use thisrfarlation. In the paper we show various ways how
to solve these problems.

2 MATHEMATICAL MODEL OF CONTROL SYSTEM
The following mathematical model of the nominal noeér subsystem will be considered
x = f (x,t) +G(x,t)u, x(0) = x,, (1)
where

X = [xl,xz,...,xn]T, dimx =n is the vector function of state variables,
u= [ul,uz,...,um]T, dimu=m is the vector function of control variables,
f= [xz,..., f X £ X , fn]T , dimf =n is a continuous vector function,
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G, dimG = (n, m) is the matrix of continuous functiorgs;(x),
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n— number of state variables (the order of thdinear subsystem),

n; — partial order,m - the number of the control variables.

The matrixG is of the following form

[0 0 0 |
grll grlz grlm
0 0 0
G=] ... =0 =r. +nj,j:1’2w”m’ n=r, Zm“nj
grzl gr22 grzm =
0 0 0
L gnl gnZ g nm |
The condition of controllability of the nominal norear subsystem (1) [Zitek & Vitek 1999]
rankG(x,t)=m ®3)
is assumed.
It is supposed thati = 1, 2,...,n; j = 1, 2,...,m and strictly not distinguished between a

subsystem (system) and a model in the entire fimwing text.

3 CONTROL ALGORITHMS DESIGN — MASV METHOD
The task of the optimal tracking control desigdésermination of the feedback control
u=u(x,x",t) (5)
for the controllable nominal standard nonlinearsyistem (1), which for a given state trajectoti(t)

ensures its tracking by a real state trajeckgtyso that value of the quadratic objective funciion

3= D De+e"D T 2Dkt ©)

0

e=x"-x, dime=n, lim elt)=lime(t)=0 (7)

00 tooo

is minimal, wheree is the error vector,
D - the constant nonnegative aggregation matrix [dim(m,n), rank OG) = m),
T - the diagonal matrix of positive time constaffsof the ordem, i.e.
T =diadT,,T,.....T,]. )

By the method of the aggregation of the state béaf it is possible to obtain the optimal
feedback control [Zitek & Vitaek 1999]

u=[DG(x, 1) {r *De+D[x" - £ (x,1)} 9)
which causes the aggregated optimal closed-loopa®ystem
De+T'De=0, e0)=¢, (10)
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and minimal value of the quadratic objective fuoitl (6)
J =€¢/D'TDeg,. (11)
If the elementsd;; of the aggregation matrid will be chosen in accordance with the formulas

qi:O for ier or i>rj]
d;>0 for << : (12)
|

then the characteristic polynomial of the aggredjajetimal closed-loop control system (10) can be
written in the form

N; (S) v N; (s)= [Ti + s] i djpsp_r"’_l (13)

i p=rH+1

where

s is the complex variable in the Laplace transform,

N; - the characteristic polynomial of th¢h autonomous control subsystem of the partiatorg

It is obvious that in this case the optimal closmap control system consists oh
autonomous linear control subsystems whose dedineaimic behaviour can be ensured by a suitable
choice of the time constant§ and coefficientsd; of their characteristic polynomials (13), i.e. &y
suitable choice of the matriX and D. It is very important that the quadratic objectiuactional (6)
has only an auxiliary purpose.

The feedback control (9) demands knowledge of #aetemathematical model of the nominal
nonlinear dynamic subsystem (1). The control is non-robust and is often called the equivalent
control. It ensures the aggregated optimal closeg-lcontrol system (10) from which after
completion with equations

8 =6 I #T, (14)

the full optimal closed-loop control system carobéained in the form with a matrid

é=Ae, (15)

which has the characteristic polynomial (13).

4 FORMULATION OF SOME OPEN QUESTION IN THE MASV M ETHOD

The MASV method was formulated considering
e infinite final time
e constant value of parametddsT
e used method of energy optimization.
These properties are basic for development ofVMA8Y method.

We will make some remarks to
« finite and infinite models,
. control in the finite time,
* control with error in the finite time,

e optimal control in the time



5 MODELS WITH INFINITE AND FINITE FINAL TIME AND  WITH ERROR IN
FINAL TIME

We will rate models according the final time and érror in final time.

Model MASV( «, 0)— the classical MASV method.
3=[('D"De+& DT 2Delt
0
(16)
limeft) = lim ét)=0 (17)

tooo
The final time is infinite and the error in infigiequals td.
The infinite final time is not realistic.
Model MASV (t;,0) — basic version with infinite final time andraeerror

t
J=] (eTDTDe+éTDTT2Dé)dt (18)
0
elt;)=¢lt;)=0 (19)
This model is realistic, but is not usually sohabl
Model MASV (t;, error) - version with the finite final timé and limited value o#lt, )&t )
£

J=] (eT D'De+é' DTTZDé)dt (20)
0

||e(tf )|O <error,, e'z(tf )L <error, (21)

In this model the final timg is finite and the erroe is less that constangsror.

6 DESIGN CONTROL ALGORITHM MASV( t;, error)

The aim is to findt; such that the erroe in the final time is less tha@rror. One type of
solution is the following algorithm. The main idisao transform the problem by the method MASV.

Control algorithm :
» find control by using method MASP,
» compile the system of differential equations faoes,
e compute a priori estimate for the solution,
» from a priori estimate calculate the valuetpf

7 TIME eps - OPTIMIZATION USING THE METHOD MASV( t;, error)

Formulation of the problem - Find the minimal timet; , which meets the MASV Modelt;,(ep9.
Remarks to solution of the problem.
Design control algorithm MASW( error), choose a priori estimate for solution of thiskpemn.

One of the possible ways how to solve this probiemptimizing variables using a priori estimate.
We find approximation of solution.



8 CONCLUSION

The paper describes using the MASV method in thdatsowith non-standard condition and
algorithms, where the final time is finite and thimization is in the time.

These ideas will be developed and employed onst&afiroblems in the next author’s paper.
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